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Abstract 

 
In this paper, besides crisply introducing M+ and ॺmax, we consider a 

truncated ॺmax (without transitivity), call it minimal ॺmax or ൎ ॺmax, and 
discuss its application.  

Introduction 

Over the last few decades several path algebras have emerged initially 
in response to resolving certain issues that arise in weighted graph theory, for 
example, computing the shortest or the longest path in a graph. During the first 
phase of its development, several path algebras, following desultory approaches, 
were developed. However, as research evolved, it was found that a unified 
theory was underlying all path algebras and idempotent semiring (also called 
dioid) proved to be the unifying thread. The best known example is the max-plus 
semiring in which addition is defined as max (a, b) and multiplication as a + b, 
the latter being distributive over the former. 

 For instance, Dioid algebra happens to be the right tool to handle 
synchronization in a linear manner, whereas this phenomenon seems to be 
nonlinear or even nonsmooth that cannot be treated with conventional algebraic 
tools. A motivating observation that certain problems of discrete optimization 
could be linearised over suitable idempotent semirings played a seminal role. 

Besides its initial application, essentially found in the study of discrete 
event systems, the theory of dioids, involving max (or min) and + as the basic 
operations, is found appropriate for a large class of systems dealing with input-
output relation, suitably interpreted as an inf. (or a sup.) convolution. Yet 
another situation where dioid algebra shows up is the asymptotic behaviour of 
exponential functions. The conventional operations + and ൈ over positive 
numbers, say, are transferred into max and + respectively by the mapping ݔ ՜
݈݅݉௦՜ା∞  exp ሺݔݏሻ, which is found relevant, for example, in the study of large 
deviations. Note that certain classes of dioids have been extensively studied 
under other names (see [Gun 96], for details). 
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The max-plus (also denoted by (max, +) or M+) algebra is a subclasses 
of path algebras called tropical calculus or minima algebra. The basic 
advantage of using M+ lies in getting linearlized a problem which is nonlinear in 
a conventional algebra system. M+ has been found useful in diverse fields, for 
example, graph theory, discrete event systems, transportation network, parallel 
computations, project management, machine scheduling and language theory 
(automata with multiplicities) to name a few (see [Cun 79], [BCOQ 92], [Gun 
96], [But 08], and others for various details).  

Symmetrized max-plus, also denoted by ॺmax or (ॺ, ْ, ٔሻ was 
developed [Gau 92] in response  to removing the deficiency of M+ which was 
found lacking additive inverses. However, ॺmax was found lacking one of the 
characteristics property of the conventional algebra viz; a – a = 0. Gaubert [Gau 
92] introduced the notion of balances to overcome the aforesaid deficiency. But, 
the balance relation turns out to be non-transitive. In other to achieve transitivity 
of the balance relation, a new relation, closely related to the balance relation, 
was introduced. 

The max-plus Algebra 

This is also called the tropical calculus or the minima algebra. It has 
evolved basically as a useful tool to evaluate complicated expressions involving 
diverse mathematical objects, including multiset like objects, and the operations 
 and +. It seems to stem from control theory (see [Cun 79], [Cun 91] and ת ,׫
others for details). 

Basically, two new operations (on rational numbers), called tropical 
addition ۩ and tropical multiplication ۪ are introduced to replace ׫,  .+ and ת
In fact, for simplicity, the familiar symbols + for addition and ൈ or mere 
juxtaposition for multiplication, used to manipulate rational expressions 
traditionally, can be retained if there is no confusion. However, in such cases, an 
equation is flagged with the symbol (T) at the end to indicate its tropical sense 
of use. As we shall use ۩ and ۪, no use of (T) will be made unless it becomes 
useful for clarity.  

Some key definitions are as follows: 

Let ݔ, ,ݕ  .be rational numbers ݖ

ݕ۩ ݔ  ൌ ֞ ݖ ݔ ׫ ݕ ൌ ݖ ฻ maxሺݔ, ሻݕ ൌ  .ݖ 



Journal of Mathematical Sciences & Mathematics Education, Vol. 5, No. 1     3 
 

[or, ݔ ൅ ݕ ൌ ሺܶሻ ݖ ֞  ݔ ׫ ݕ ൌ  ݖ ฻ maxሺݔ, ሻݕ ൌ  is replaced ׫ ሿ . Note thatݖ
by ۩     

ݕ۪ ݔ ൌ  ݖ ֞ ݔ ൅ ݕ ൌ ݕݔ ,or]          ݖ ൌ ሺܶሻ ݖ ֞ ݔ ൅ ݕ ൌ  ሿݖ

In general, max and + are replaced by ۩ and ۪ respectively for easy 
handling of complicated expressions. Note that both the operations are 
commutative and associative which enable us to relate these novel algebraic 
structures to standard linear algebra, for example, the theory of dioids.   

ݕ  ൌ ௡ ሺܶሻݔ ֞ ݕ ൌ     ݔ݊

That is, powers correspond to ordinary multiples. 

For any integer  ݊, n ൌݔ ݔ ٔ ٔ .…۪ ݔ ݔ ൌ ݔ ൅ ݔ ൅ڮ൅ ݔ ൌ  ݔ݊

For example, 23 = 2  ٔ 2ٔ 2 ൌ 2 ൅ 2 ൅ 2 ൌ 6 ൌ 3 ൈ 2 =6 

Also, ିݔଵ(T) = (െ 1)ݔ ൌ െݔ ൌ multiplicative inverse of ݔ in tropical sense. 

For example, 2ି ଵ ۪4 ൌ െ2 ൅ 4 = 2  

Hence, it is easy to see that tropical multiplication turns rational 
numbers into a commutative group with multiplicative identity 0 and inverse 
operation: ݔ ՜ െݔ   

The notion of tropical inverse allows us to define the operation of division as 
follows: 

௫
௬
ൌ ݔ = ଵ (T) ିݕݔ  ൅ ଵ (T) ฻ ିݕ ݔ െ   ݕ

It follows that ௫
௬
 ൌ ሺܶሻݖ ฻ ݔ െ ݕ ൌ     ݖ

Tropical addition ۩ is idempotent: ݔ ۩ ݔ ൌ ݔ ۩ ݔ ሺܶሻ [sinceݔ ൌ maxሺݔ, ሻݔ ൌ 
x] 

This feature of ۩ is typical of its diverse applications which, for example, is 
equivalent to ‘least upper bound’ operation in lattices, providing connections 
with lattice ordered semigroup theory.  

The distributive law, connecting ۩ and ۪, holds in tropical calculus: 

۪ ݔ   ሺݕ  ۩ ሻݖ  ൌ ሺݔ ۪   ۩ ሻݕ   ሺݔ ۪     ሻݖ
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This feature of ۪ reflects its significance as a novel operator and not simply as 
the conventional addition. 

Finally, we define ת tropically as follows: 

Since x ת y = ݔ ൅ ݕ െ ሺݔ ׫  ,ሻݕ

We have ݖ ൌ ݔ ת ݕ ֞ ݖ     ൌ ௫ ۪௬
௫ ۩௬

  

        We note that a number of complicated rational expressions and equations 
can be translated in a much simpler way into tropical calculus. 

(see [Wil 03], for example). 

Remarks: 

R1.  Note that the tropical addition does not admit inverses. In other word, the 
operation of subtraction is not definable tropically which implies, in turn, that 
the familiar cancellation law with respect to addition does not hold,  that is,  
ܽ ۩   ܿ ൌ ܾ ۩   ܿ ֙ ܽ ൌ ܾ.        

Also, 0 ۩ݔ  ൌ  ݔ  iff  ݔ ൒ 0,  

While 0 ۩ݔ ൌ 0  iff  ݔ ൑ 0, 

As a result, we cannot obtain a Boolean algebra and related results which require 
complementation operation. 

R2. As to treating max as the addition denoted by ۩, and the conventional ൅ as 
‘multiplication’ denoted by ۪, it seems to be promoted by the nature of the class 
of problems to be solved by the (max, +) algebra (see, for example, the “train” 
example in  [BCOQ 92]). 

R3. The operations ۩ and  ۪ may not necessarily be confined to operate as max 
and +, respectively. 

Definition: Max-plus algebra. 

The algebraic system (M, ۩,۪), M+ for short, where M = Թ ׫ ሼെ∞ሽ, ܽ ۩   ܾ ൌ 
max(a, b) ܽ ۪   ܾ ൌ ܽ ൅ ܾ, and ۪  is distributive over ۩, is called the max-plus 
algebra. 
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Note that the additive identity ߠ of M+ is െ∞ i.e, െ∞ ۩  ܽ ൌmax(െ∞, ܽሻ = ܽ, 
for all a א M+; and the multiplicative identity e of M+ is 0 i.e.  0۪ܽ  ൌ 0 ൅ ܽ ൌ
ܽ. 

Also, ܽ ൑ ܾ iff ܽ ۩ܾ ൌ ܾ. 

Symmetrization of M+ 

It is straight forward to observe that M+ is a zerosum free idempotent 
semiring. Moreover, it is a semifield since all nonzero elements do have a 
multiplicative inverse. However, it is a bit disappointing that M+ lacks an 
additive inverse and as a result, even some simple linear equations do not have a 
solution. For example, 2۩ݔ ൌ 1, has no solution. 

In order to remove this deficiency, a standard technique is exploited i.e. 
embedding M+ into a larger system which will have an additive inverse, akin to 
embedding the system of natural numbers Յ into that of integers Ժ. This 
technique is known as “symmetrization”. That is, “ܽ ۩ݔ ൌ  additive) ߠ 
identity), ܽ  ,M+, has a solution” is to say that “a is symmetrized” (see [Gau 92]א
[Pop 00] and others for details). 

We outline here the “symmetrized max algebra”, denoted by Smax, 

developed in [Gau 92] as an extension of m+.  

Let β = M+ ൈ M+, and ݔ ൌ ሺݔଵ, ,ଶሻݔ ݕ ൌ ሺݕଵ,  ଶሻ be elements of βݕ

We define: 

ݕ۩ ݔ  .1 ൌ ሺݔଵ, ,ଵݕଶሻ ۩ ሺݔ ଶሻݕ  ൌ ሺݔଵ ଶݔ۩ , ଵݕ   ۩  .ଶሻݕ 

ݕ۪ ݔ .2 ൌ ሺݔଵ, ,ଵݕଶሻ ۪ ሺݔ ଶሻݕ  ൌ ሺሺݔଵ  (2ݕ1۪ݔଶ), ሺݕ ۪ 2ݔଵሻ ۩ ሺݕ۪
۩  ሺ  .((1ݕ2ٔݔ

Thus, (ߠ,  ሻ is the unit elementߠ ,ሻ is the additive identity and (eߠ
(multiplicative identity) of β. Note that the use of the same symbols ۩  and  ۪, 
both for M+ and Smax (where they operate on the elements of β) will be 
contextually understood. 

We define: 

ݔٓ ൌ ሺ1ݔ ,2ݔ) 

|ݔ|  ൌ ଵݔ ଶݔ۩ ൌ max ሺ1ݔ,  ݔ called the absolute value of ,(2ݔ
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כݔ  ൌ  ݔ ٓ ݔ ൌ(|ݔ| ,|ݔ|), called the “balance” operator          

Note that ݔ ٓ ݔ ൌ ۩ ݔ   ሺٓ ሻݔ ൌ ሺ2ݔ ,1ݔ) ۩   ሺؠ (1ݔ ,2ݔ  ሺݔ۩1ݔଶ, ݔ۩ 2ݔଵ) = 
  .(|ݔ| ,|ݔ|)

  The following hold: 

1. (β, ۩ሻ is associative, commutative and idempotent with additive identity 
,ߠ)  ሻߠ

2.  (β, ۪ሻ is associative, commutative and distributive over ۩ with 
multiplicative identity (e, ߠ). 

3.  The additive identity is absorbing under ۪. 

4.  The algebraic structure (β, ۩, ۪ሻ is a commutative dioid. 

Descriptively, this algebra is also called the “algebra of pairs”. 

The following hold: 

ሻ*ൌݑٓ)=*ݑ      ሺݑ*)* 

۪ ݑ         *ሻݒ۪ݑሺ*ݒ

     ٓ ሺٓ ሻݑ ൌ  ݑ

ሻݒ۩ ݑ) ٓ      ൌ ሺٓ ۩ሻݑ  ሺٓ  ሻݒ

     ٓ ሺݑ ٔ ሻݒ ൌ ሺٓ ሻٔݑ ݒ ൌ ݑ ٔ ሺٓ  ሻݒ

Remark:  

In the conventional algebra, we have a – a = 0, but in the algebra of pairs, 
ܽ ٓ ܽ ൌ ܽ* ് ሺߠ, א ሻ for all aߠ β. This suggests for introducing a new relation 
on β. 

Definition: Balance relation 

Let ݔ ൌ ሺݔଵ, ,ଶሻݔ ݕ ൌ ሺݕଵ,  1ݔ balances y,  denoted xᇞy, iff ݔ ଶሻ. We say thatݕ
ൌ 2ݕ۩  .1ݕ۩ 2ݔ

Follows that ܽ ٓ ܽ ൌ ܽ*ൌ ሺ|ܽ|, |ܽ|ሻ ᇞ ሺ ߠ,  .β א for all a (ߠ
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Some immediate algebraic features of balances are as follows: 

ܽ ᇞ ܽ  

ܽ ᇞ ܾ ֞ ܾ ᇞ ܽ  

ܽ ᇞ ܾ ֞ ܽٚ ܾ ᇞ    ߠ

ܽ ᇞ ܾ, ܿ ᇞ ܾ ֜ ܽ ْ ܿ ᇞ ܾ ۩݀  

 ܽ ᇞ ܾ ֜ ܽܿ ᇞ ܾܿ 

 

Note, however, that ᇞ is not transitive. 

For example, (3, 2) ᇞ(3, 3) (3 ,3) ٿ ᇞ(2, 3) ֙ (3, 2) Δ (2, 3). 

Accordingly, Δ is not an equivalence relation to give a partition and, by 
implication, a quotient set. 

A new relation R (say), closely related to the balance operator Δ, is defined 
which is transitive; 

  Ry ൌݔ ൜ݔ ݂݅   ,ݕ∆ݔଵ ് ଵݕ ݀݊ܽ ଶݔ ് ଶݕ
ݔ ൌ  ݁ݏ݅ݓݎ݄݁ݐ݋                        ,ݕ

Here = is conventional: ݔ ൌ ݕ ฻ ሺݔଵ, ଶሻݔ ൌ ሺݕଵ, ଶሻݕ ଵݔ ֞ ൌ ,ଶݔ ଵݕ ൌ  . ଶݕ

Hence, we can define the quotient ॺ ൌ  β/ܴ 

Definition: ॺmax 

The algebraic structure ॺmax = (ॺ, ْ, ٔሻ is called the symmetrized 
max-plus algebra 

Notes: Besides developing some extra properties of balances, Gaubert [Gau 92] 
demonstrates that the balance operation can be extended to vectors and matrices 
by applying it component- wise. Since our interest lies in translating some main 
results of M+ algebras into multiset environment, we will not go into many other 
finer details. Nevertheless, we purpose to develop at this juncture a new algebra 
and call it a “minimal ॺmax” algebra, abbreviated as ൎ ॺmax .  
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An outline of ൎ ॺmax: 

  We confine our attention to those properties of balances which are only 
reflexive and symmetric but not transitive. Such a relation is called a 
compatibility relation. We construct an algebra defined by compatibility relation 
defined on M+ ൈ M+, 

Definition: Covering of a set 

Let ܺ be a given set and let ܣ ൌ ሼܣଵ, ,  .  .  .   ,ଶܣ  ,௞ܣ ௠ሽ where eachܣ
݇ ൌ 1, 2,   .  .  .  ,݉ is a nonempty subset of ܺ and ڂ ௞ܣ ൌ ܺ௠

௞ୀଵ , then ܣ is called 
a cover of ܺ. Note that ܣ௞′s are not necessarily disjoint, and hence it may not 
define a partition. 

Definition: Compatibility relation 

A relation R in set ܺ is said to be a “compatibility” relation, sometimes 
denoted by ൎ, if it is reflexive and symmetric. Obviously, all equivalence 
relations are compatibility relations. We shall, however, be concerned herewith 
those compatibility relations which are not equivalence relations. 

For an illustration, let us consider ܺ ൌ {{2, 1, 6, 6}, {2, 4, 3,}, {3, 7, 5}, {6, 4, 
8}, {4, 5, 5}}  ൌ {ݔଵ, ,ଶݔ ,ଷݔ  ,ସݔ  ଵݔ ହሽ, whereݔ ൌ {2, 1, 6, 6}, etc. respectively; 
and R be given by 

 R = {(ݔ, ሻݕ ോ  ݕ ,ݔ א ܺ ר  and y contain some common ݔ if ݕܴݔ
elements} 

Clearly,  {2, 1, 6, 6} R {2, 4, 3} {3 ,4 ,2} ר R {4, 5, 5} ֙{2, 1, 6, 6} R {4, 5, 5} 

Then R is a compatibility relation if ݕܴݔ. and x, y are called compatible if ݕܴݔ. 
Note that the elements of ܺ could be multisets as well.  

Definition 

Let ܺ be a set and ൎ a compatibility relation on ܺ. A subset A ك  ܺ is 
called a maximal compatibility block if any element of A is compatible to every 
other elements of A and no other element of ܺ െA is compatible to all other 
elements of A. 

Schematically, the maximal compatibility blocks for a given 
compatibility relation R can also be viewed as a complete polygon in the graph 
of R. Thus a triangle is always a complete polygon and for a quadrilateral to be a 
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complete polygon, we need its two diagonals. Also, any element of the set that is 
related to itself is a maximal compatibility block. Similarly, any two elements 
which are compatible to one another but to no other elements form a maximal 
compatibility block. 

For example, in the figure 1 below, in this figure {1,2}, {2,3}, {3,4}, 
{1,4},{5}, and {1,3,4} are maximal compatibility blocks, but {1,2,3,4} is not. 
The set of all compatibility classes is called maximal compatibility class for a 
given relation. 

            2 

                       1                            3 

 5 ז     4            

     Figure 1 

Graph of R: 

Since ൎ is reflexive and symmetric, in order to draw the graph, it is not 
necessary to draw the loops at each element nor is it necessary to draw both the 
edges ݕܴݔ and ݔܴݕ. The following is a simplified graph of the compatibility 
relation R described in the aforesaid example:                   

                            ଶݔ                                               ଵݔ          

     

 ଷݔ                                                                       

 ହݔ  

 ସݔ                              

  Figure 2 

Clearly ܣଵ ൌ   ሼݔଵ, ,ଶݔ ଶܣ ,ସሽݔ ൌ   ሼݔଶ, ,ଷݔ ଷܣ ହሽ andݔ ൌ   ሼݔଶ, ,ସݔ  ହሽ areݔ
the maximal compatibility blocks corresponding to R on ܺ. Also, ܣଵ and ܣଶ 
form a covering of ܺ. Note that these sets representing maximal compatibility 
blocks are not disjoint. 
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Definition: 

Compatibility relation on M+ ൈ M+ 

Let ݔ ൌ ሺݔଵ, ,ଶሻݔ ݕ ൌ ሺݕଵ, ݔ ଶሻ. We say thatݕ ൎ y iff x ᇞ y. 

Hence, it follows that all the properties of ॺmax algebra, except only those 
which require transitivity, hold in ൎ ॺmax, called “minimal ॺmax”.       

Conclusion 

The prime motivation for introducing ൎ ॺmax lies in the fact that a 
compatibility relation defines a covering, which has been found useful in solving 
certain “minimization” problems of switching circuit algebra, particularly for the 
class of minimization problems that are incompletely specified (see ([TM 97] 
pp. 171 – 175, 238, and 582), and others for applications). 
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